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The
RICIS
Concept

The University of Houston-Clear Lake established the Research Institute for
Computing and Information systems in 1986 to encourage NASA Johnson Space
Center and local industry to actively support research in the computing and

information sciences. As part of this endeavor, UH-Clear Lake proposed a
partnershnp with JSCto Jomtly define and manage an mtegrated program of research
in advanced data processing tcchnology needed for JSC’s main missions, including

administrative, e:igmcermg and science responsibilities. JSC agreed and entered into

a three-year cooperative agreement with UH-Clear Lake beginning in May, 1986, to
jointly plan and execute such research through RICIS. Additionally, under
Cooperative Agreement NCC 9-16, computing and educatlonal facilities are shared
by the two institutions to conduct the research, = -

The mission of RICIS is to conduct, coordinate and dlssemmate research on
computing and information systems among researchers, sponsors and users from
UH-Clear L'ike, NASA/JSC, and other research organizations. Within UH-Clear
Lake, the mission is being implemented through interdisciplinary involvement of
faculty and students from each of the four schools: Business, Education, Human
Sciences and Humanities, and Natural and Apphed Sciences.

Other research organizations are involved via the “gateway” concept. UH-Clear
Lake establishes relationships with other universities and research organizations,
having common research interests, to provide additional sources of expertise to
conduct needed research.

A major role of RICIS is to find the best match of sponsors, researchers and

research objectives to advance knowledge in the computing and information
sciences. Working jointly with NASA/JSC, RICIS advises on research needs,
recommends principals for conducting the research, provides technical and
administrative support to coordinate the research, and integrates technical results
into the cooperatxve goals of UH-Clear Lake and NASA/JSC.
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The Xpress Transfer Protocol (XTP) — A Tutorial
Robert M. Sanders

Computer Networks Laboratory
Department of Computer Science
University of Virginia

ABSTRACT

XTP is a reliable, real-time, light weight transfer’ layer protocol being developed by a group of
researchers and developers coordinated by Protocol Engines Incorporated (PEI).(1.2.3] Curremt
transport layer protocols such as DoD's Transmission Control Protocol (TCP)!!

and [SO’s Transport Protocol ('I'P)m were not designed for the next generation of high speed,
interconnected reliable networks such as FDDI and the gigabit/second wide area networks.
Unlike all previous transport layer protocols, XTP is being designed to be implemented in
hardware as a VLSI chip set. By streamlining the protocol, combining the transport and network
layers and utilizing the increased speed and parallelization possible with a VLSI implementation,
XTP will be able to provide the end-to-end data transmission rates demanded in high speed
networks without compmmlsmg rehabnhty and functionality.

This paper describes the operation of the XTP pmiocol and in particular, its error, flow and rate
control, inter-networking addressing mechamsms and multicast support features, as defined in the
XTP Protocol Definition Revision 3.4.[!

1. The transfer layer is formed by combining the functionalities of both the network and transpon Iayers of thc ISO
OSI model into a single layer.



1. Introduction

Future computer networks will be characterized by high reliability and very high data
transmission rates. Traditional transport layer protocols, such as TCP and TP4, which were
designed in an era of rélatively slow and unreliable interconnected networks, may be poorly
matched for the emerging environment. Although they contain many necessary features, suf,:h as
error detection, retransmission, flow control and data resequencing, they are deficient in many
respects — they do not provide rate control and selective retransmission, reliable multicast is not
supported, their packet formats are complex and require extensive parsing due to variable header
lengths and support of complex modes. These protocols manage many timing events at both the
sendérﬂa'hd the receiver — for exampIE. smce the sender does not initiate receiver data
acknowledgements, both the receiver and sender require an additional timer. The data
transmission rates assumed are no longer valid and may limit the scalability of the protocols — in
TCP, for example, which wras*dﬂesigned in an era of 56Kbps data transmission rates, tlr1erﬂow

window size is small, and based on 16 bit byte sequencing. Finally, the state machines for these
transport protocols were intended for sequential rather than parallel execution. For example, the

placem;.m of mfe'jctjlféc;kéumbﬁeld was cons:demd arbitrary and so it was placed in the header.

XTP provides for the reliable transmission of data in an inter-networked environment, with
real-time processing of the XTP protocol — i.e., the processing time for incoming or outgoing
packets is no greater than transmission time. XTP contains error, flow and rate control
mechanisms similar to those found in other more modem transport layer protocols? in addition to

multicast capability. Timer management is minimized — in XTP there is only one timer at the

2. Specifically, two other modem transport layer protocols — Versatile Message Transaction Protocol (VMTP)
developed at Stanford University by David Cheriton, and Network Bulk Transfer (NETBLT) developed at MIT by
David Clark.
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receiver, used in closing the context. XTP has a 32 bit flow window. XTP’s state machine is
specifically designed for parallel execution. Address translation, context creation, flow control,

error control, rate control and host system interfacing can all execute in parallel.

The XTP protocol is considered a lightweight protocol for several reasons. First, it is a fairly
simple yet flexible algorithm. Second, packef. ﬁéadcrs are of fixed 51ze ﬁnd contain sufficient
information to screen and steer the packet through the network. The core of the protocol is
essentially contained in four fixed-sized fields in the header — KEY, ROUTE, SEQ and the
command word. Additional mode bits and flags are kept to a minimum to simplify packet

processing.

The XTP subsystem can be decomposed into four processes as shown in Figure 1 and
described in Table 1.} These processes are the reader, receiver, the writer and the sender. In
Figure 1, one end of a full-duplex connection is depicted. A connection can be considered as a

pair of contexts, with one context at each end of the connection.

3. Note that other implementation schemes are possible. This particular scheme was taken from the example imple-

mentation described in the XTP Protocol Definition Revision 3.4,



Process Accesses Description i
-]
| Reader control blocks Interface between XTP receiver and host operating system.
input buffer Transfers data and commands from receiver to host through control blocks. L
Writer control blocks | Interface between XTP sender and host operating system, —
output buffer Transfers data and commands to sender from host through control blocks. |
Receiver | network interface Parses packets received from the network. ok
translation map Queues data for reader in the input buffer. =
input buffer Uses translation map to determine context owning packet. !
context records Updates context record to maintain state of receiver. =
" Sender | network interface | Prepares packets for ransmission. -
translation map Uses translation map to determine outbound network address.
output buffer Transmits packets onto the network. _
context records Updates context record to maintain state of sender and manages XTP timers. oy
TABLE 1. XTP Processes |
In this hypothetical implementation, control blocks are used to pass data and commands -
between the host operating system/user application and the XTP subsystem. Each control block -
-—
corresponds to one XTP service request, such as read or write a block of data to or from the
remote process. Each control block is associated with a context, whose state is contained in a -
context record.
-
-
-
-
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READER PROCESS INPUT BUFFER RECEIVER PROCESS
CONTROL TRANSLATION MAP
BLOCKS
~
WRITER PROCESS ' OUTPUT BUFFER SENDER PROCESS

L J

Figure 1. XTP Process Structure

Consider the sequence of events occurring when an application initiates a data transmission.
The host operating system prepares a control block containing the write command and pointing to
the data to transmit. The contnpl block is then passed to the XTP subsystem. In the subsystem, the
writer process examines the control block and responds by queueing the appropriate data into the
output buffer for the associated context. Ultimately, the sender process prepares the data into one
or more packets, which it transmits to the remote destination network address. At the destination,
the XTP subsystem receiver parses the incoming packet, and queues the data for delivery to the
destination’s host operating system. Presently, the destination's reader process extracts the data
from the input buffer, and transfers it to the host. Once the data have been delivered, the reader

updates the associated control block to indicate that the data have been received.

The companies belonging to the Technical Advisory Board (TAB) developing XTP are:
AMD, Apollo, Artel/NASA, Boeing, Brooktree, Concurrent, DY-4, IBM, Intergraph, Interphase,

Mentat, SBE, Silicon Graphics, Synemetics, Unisys and Xerox. Research affiliates include the

FROM
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University of Virginia, Concordia University, Naval Surface Warfare Center (NSWC) and Naval

Ocean Systems Center (NOSC).
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2. XTP Protocol Overview

A protocol specifies how data are exchanged between two or more user entities using
sequences of protocol data units (PDUs). User entites for XTP are refeﬁ'ed to as client or
application processes, and may be located at or above the session layer of the OSI Reference
Model. Each PDU consists of a seqrﬁenc;otr' fields laid out in a specific format. Some fields
contain control 7irﬁrfonﬁation. some contaiﬁ Hdata. Some fields are optional. The length of a field

may be variable or constant. Different PDU types have different packet format specifications.
2.1 Types of XTP PDUs

XTP utilizes two frame formats, one for control packets and one for information packets (see
Figure 2). XTP packets can also be typed ‘ETP information packet types are DATA, FIRST,
PATH, DIAG (Diagnostic), MAINT (Maintenance), ROUTE and MGMT (Management). DATA
and FIRST packets both can contain user data. Also, an experimental information packet for
coalescing data packets at a router is being studied and is called a SUPER packet. Control
packets have two types: Control (CNTL) and Routg Comrol (RCNTL). Table 2 describes the

function of each of these packet types.

INFORMATION PACKET CONTROL PACKET

[ Common Header | Information Segment | Common Trailer | [ Common Header | Control Segment | Common Trasier |

© 77 (24 Bytes) (Variable Length) (16 Bytes) (24 Bytes) (Variable Length) (16 Bytes)

Figure 2. General Frame Formats

Both packet type formats (control and information) share a common header segment and a
common trailer segment, each of constant Ieng;h. The common header is 24 bytes long, while the
common trailer is 16 bytes in length. Each XTP packet includes a variable length segment
between the header and trailer whose segment type determines the packet type (i.e., in
iﬁformétion packets the variable length segment is known as the information segment; in control

packets the variable length segment is referred to as the control segment). The important fields



are aligned on 8 byte boundaries so that they can be quickly accessed by any machine with 2

byte, 4 byte or 8 byte alignment. The formats are described in greater detail later.

[PACKET | TYPE | CODE | GENERATOR DESCRIPTION
FIRST INFO 00010 sender Initiates context establishment, contains address
segment and may contain client data.
DATA INFO | 00000 sender Contains client data. -
PATH INFO | 00110 sender Establishes path to receiver. Used in inter-nef connections.
DIAG INFO | 01000 receiver, Indicates error condition at receiver or router.
router (Example: destination unknown)
MAINT INFO | 01010 sender Gathers end-to-end diagnostic dats.
(Example: determine hoptimes on route)
MGMT INFO | 01110 Not defined in the XTP Protocol Definition version 3.4
CNTL CNTL | 00001 sender, Used by receiver to retum status; contains receiver's
receiver error, flow and rate parameters.
Used by sender when re-synchronizing with the receiver.
SUPER INFO | 10000 router Experimental packet format used for coalescing data
packets at a router using the same route.
ROUTE INFO | 10010 sender, Used for route control. Sent by context originator
router 10 request that route be released. Sent by Router
to acknowledge that route has been released.
TRCNTL | CNTL | 10011 Touter Router generated CNTL packet. May be generated by router
at any time.
Packet type indicated by 5 bit code in common header’ s command word field.
Least significant bit in type field code is set for control packets.

TABLE 2. XTP Packet Types

The common header speciﬁes the packet type and identifies what portion of the data stream,
if any, is included in the information segment. Optional modes.rsuch as disabling error checking
or multicast transmissi;ﬁ, are indicated in the packet header’s control flags field. The common
trailer contajns two checksum fields, identifies how much of the data stream has been delivered
to the receiving client application, and also contains a flags field. These flags generally control

state changes, for example closing the data transmission connection or requesting data

acknowledgement. Message boundaries are also specified in the trailer by setting the end of

message flag (EOM).

The information segment contains the user data being transferred, and is also used to pass

addresses and other miscellaneous data when appropriate. In general, user data bytes are

L I
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streamed 10 the receiver application process in the order generated by the sending application
process (a bit pipe). Each dara packet contains a contiguous subset of the data stream being
transferred. In XTP, there is no protocol-imposed upper limit on the number of bytes included in
each data packet — each implementation is bounded by the underlying datalink layer. For each
iﬁplemenmﬁon this limit is known as the maximum transmission unit (MTU) and is found by
subtracting the XTP header and trailer sizes from the datalink’s maximum data field size. XTP
supports two additional modes of data transfer which allow out-of-band, tagged data of constant
length (8 bytes) to be includedi m the datﬁ packetalong wnh thé use;’s data. These additional data
bytes also appear in the information segment, either at the beginning or at the end of the usual
user data. Their presence is indicated by flags in the header and trailer (the tag). Beginning
tagged data are indicated by the BTAG flag in the common header. Ending tagged data are

specified with the ETAG flag in the common trailer.

The control segment contains the receiver’s error, flow and rate control parameters’ values.

This segment also contains fields used to resynchronize the transmitter and receiver when

necessary.

2.2 Multi-Packet Handshaking

Sequences of PDU exchanges between the user entities must correspond to a protocol-defined
handshake. The handshake requires multiple packet exchanges in both directions and perhaps
involving different types of packets. Two-way communication is necessary to establish end-to-
end data transmission reliability levels in XTP as in other protocols.¥! In XTP, rmulﬁr-packet
exchange sequences provide user applications with both a transport-level virtual circuit capability
and a transport-level datagram service. For eiaf;lple, in XTP‘a connéction may consist of an

exchange of three packets, as shown in Figure 3.



-10-

DESTINATION PACKET FUNCTION

» Request context be established
o Transmission of user data
¢ Request context termination

FIRST (A) FIRST (A)

e Acknowledge context init request

e Acknowledge user data reception

o Acknowledge context termination
request T

o Inform destination that sender
has terminated context

CONTROL (B) | CONTROL (B)

i

CONTROL (C) CONTROL (C)

Figure 3. Three Packet Connection-Mode Handshake

The scenario above depicts how XTP can reliably set up a connection between two user
processes, transmit data, and close the connection with a minimum of three packets. In this
scenario, the source initially ransmits packet (A). At the destination the header is examined and
it is determined that the source wishes to establish a send connection. If the destination wishes to
comply, a context is established. The packet’s data are then queued for transfer to the waiting
destination user process.

Within packet (A)’s header and trailer is encoded the current status of the connection at the
source from which it is deduced that packet (A) is the last data packet to be transferred, and that

the source is ready to close the connection. Also, the source requests that a control packet be -

returned with the current status of the destination.

After successfully transferring the received data to the host, the destination complies by
the destination is also ready to close the connection. On receiving packet (B), the sender emits
control packet (C), and closes its side of the connection — thus completing the three way
handshake. Any buffers still associated with the connection are freed, and the sender will no

longer respond to control packets arriving for the context. When packet (C) is received by the

{ 1 {

i € 11" €l {0

1



]

{1l

-11-

destination, the connection is closed.

Since the basic network may be unreliable, packets may be dropped in transit, become
corrupted, arrive out of order, or may be duplicated. Packet reception is not guaranteed. The
sender must assume that'packet reception failed untl directed otherwise by the receiver. Thus,
the receiver is required to positively acknowledge correctly recéiveﬁ data from' ihe network as in
TCP. This acknowledgment is contained in the control packet sent from the destination back to
the sender. By a similar argument, the receiver can not be sure vt.hat the acknowledgement arrived
safely at the sender unless the sender acknowledges the receiver's acknowledgement. To avoid
the recursive trap of acknowledging achowie&éeménts, and acknowledging acknowledgements
of acknowledgements, the protocol must resort to a different mechanism for guaranteeing
delivery of the acknowledgement. It is more efficient for the receiver to assume that the sender
.received the acknowledgement uﬁless informed by the sender otherwise. This shifts the burden of
lost acknowledgments onto the sender. In XTP, the sender can request acknowledgement of all

currently received data by setting the status request bit (SREQ) in the XTP common trailer, as

described in Table 3. A timer (WTIMER) is used by the sender to determine if the receiver has

failed to respond to a sender-generated request for current status and data acknowledgement. If
the timer expires before an acknowledgement arrives, the sender assumes the acknowledgment
was lost, and sends another request for a control packet acknowledging the received data. The
only erxce‘ptidhi is in closing the connection. When closing, the source acknowledges context
termination, so that the receiver can be sure that theﬁ context is closed. If this last packet gets

corrupted or lost, the receiver will eventually timeout and close the connection.

This timeout method differs from the approach taken by TCP in that the XTP timer is only
needed when the sender is expecting a return control packet rather than implicitly with each data

packet. This significantly reduces the number of packet retransmissions when multiple data
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packets are issued for each SREQ and the WTIMER times out due to a sudden increase in the
round trip latency time. Unlike TCP, where each data packet would be retransmitted after the
timeout, in XTP only a CNTL packet containing the SREQ would be sent. The corresponding
retuned CNTL packet would indicate which data packets, if any, to retransmit. This is a
conservative procedure which forces a “synchronizing handshake" before retransmitting ex:cept

when retransmission is explicidy indicated by the receiver.

The XTP receiver only sends an acknowledgment when the sender requests one. Thus, a
range of data packets may be acknowledged by one CNTL packet. This reduces the overhead of
generating and receiving extraneous CNTL packets and the number of interrupts which must be

serviced per context.
Some transport protocols require elaborate packet exchanges to establish, maintain and
terminate a connection. The ISO TP4 protocol, for instance, requires that six logical packets be

exchanged for a single exchange of data.l! The first pair negotiates the connection creation, the

second pair sends the data packet and acknowledges the correct receipt of data, and the last pair

close the connection. This additional packet ping-ponging is undesirable in a real-time

environment.

Closing an XTP connection is coordinated using the three flags RCLOSE, WCLOSE and

END. These ﬁags are listed in ;rablé 3. The local host sets the RCLOSE or WCLOSE flags in an

out-going packet to inform the remote host that it has completed all reading or writing it intends

to perform on the shared connection. Note that in a full duplex connection between two nodes 4

and B data would be transmitted in both directions (A—8 and B—A). Using RCLOSE and

WCLOSE, each direction can be shut down independently. Suppose B—A completes first. In the

last data pécket frot;l, B toA the W ;O'SE' ﬂag is set, indicatiﬁg no more data wnll be seni from B

to A on the connection. A responds by acknowledging the received data and the WCLOSE request

Tl € 4
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by setting RCLOSE in the subsequent CNTL packet. Meanwhile, data packets from A are still
being generated and transmitted to B on the same connection. Packets from B 0 A now have
WCLOSE set, and are only CNTL packets ackhowlcdging data sent from A to B. Packets sent
from A to B do not have WCLOSE set, but do have RCLOSE set. Finally, when A is preparing
its final data packet, it sets the WCLOSE flag in the outgoing packet to inform B that A has also
completed writing, and is ready to close the A—B8 transmission (RCLOSE is also set in this

packet). B’s acknowledging CNTL packet also contains both RCLOSE and WCLOSE.

The END flag is set in an outgoing packet to signal w the remote host that the local host
released or closed its end qf the connecuonThusEND is set in the final packe:tfti’aflsmitted. and
indicates that the context has been terminated — i.e., that it is guaranteed that no further packets
can be exchanged. If, at any time, a packet is received with the END bit set, the context is
assumed closed at the remote end, and the local host releases the context. This means that the

receiver/sender will not generate further packets, unless errors occur requiring retransmission. In

the previous paragraph, B's last CNTL packet would have the END flag set.
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"Parameter | Location ____ Description
==§—ﬁ_(§ trailer flags (Immediate Status Request)
field (1 BIT) | Set by sender when requesting receiver's status.
Effect: Receiver immediately returns a CNTL packet containing
up-to-date error, rate and flow parameter values.
DREQ trailer fags (Delayed Status Request)
field (1 BIT) | Set by sender when requesting receiver's status.
Effect: Receiver delays returning CNTL packet until all
queued data has been delivered to receiving client.
END trailer flags | (End of Connecton)
field (1 BIT) | Set in the last packet for each connection.
Effect: No more packets will be ransmitted.
| RCLOSE | trailer flags | (Read Side Closed)
field (1 BIT) | Set when closing connection.
Effect: Future incoming packets will be ignored, even if
some data has not been acknowledged.
WCLOSE | trailer flags (Write Side Closed)
field (1 BIT) | Indicates that all user data has been transmitted.
Effect: New output commands are aborted but retransmission of
unacknowledged data may occur.
EOM trailer flags | (End of Message)
field (1 BIT) | Marks the end of the current message transmission.
Future packets (except for retransmissions) will pertain to
the next message.
Effect EOM indication passed to receiving client.
~ BTAG header flags | (Beginning Tagged Data)
field (1 BIT) | Signifies presence of user-tagged data in
first 8 bytes of the information segment.
Effect BTAG indication and associated data are passed to
receiving client.
ETAG trailer flags | (Ending Tagged Data)
field (1 BIT) | Signifies presence of user-tagged data in
last 8 bytes of the information segment.
Effect: ETAG indication and associated data are passed to
receiving client.

TABLE 3. XTP Protocol Control Flags

Referring to Figure 3, Packet (A) requests context termination by setting the WCLOSE bit.
~The destination notes that WCLOSE has been set, and acknowledges the context termination
request by setting RCLOSE in control packet (B). In the final packet (C), the sender sets all three

flags (END, WCLOSE and RCLOSE) to terminate the connection.

The "close" protocol based on END, RCLOSE and WCLOSE can uniformly support the three

packet graceful termination of Figure 3, an abbreviated termination, transactions, and abort

| T 1t i « L ] t 1 | |
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situations without modification.

The two-packet, transaction-like packet exchange sequences are referred to as fast
handshakes. For full duplex connections, these modes are less reliable than the three packet
connection and appear in Figure 4. The two packet fast close can be considered a transport level

datagram service or the basis for simple request/response operations.

SOURCE DESTINATION
READER

FIRST (A)

RECEIVER DELIVERS DATA

CLOSE INDICATION FOLLOWS DATA

CONTROL (B)

Figure 4. Two Packet Transaction-Mode Handshake

In one fast close mode, the source informs the destination that a final close acknowledgment
packet will not be sent by setting both RCLOSE and WCLOSE in packet (A)’s trailer. The -
source also sets SREQ, as discussed previously, to request acknowledgement of the data it
transmitted. Since the source has set RCLOSE, the destination knows that the source will not
transmit a final acknowledgement after recéiving control packet (B). The advantage of this mode
is that the destination doesn’t have to wait to close the context after issuing the cloging control

packet. Control packet (B) sets RCLOSE, WCLOSE and END.

In another fast close mode, the sender sets WCLOSE and SREQ in packet (A), and the

receiver returns with WCLOSE, RCLOSE, and END set in packet (B). The relationship between
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the XTP closing flags can be illustrated as shown in Figure 5. In Figure 5, six different paths for

closing a connection are depicted.

In the paths marked a) and b), the local host operation system or XTP client applicaton has
requested a graceful close of the XTP connection. Path a) corresponds to the case where a
sending context has completed data transmission. In the first step, the host informs the XTP
subsystem that closing has been requested. As in Figures 3 and 4, the XTP subsystem responds
by setting the WCLOSE flag in the next outgoing packet. At this point, the sending context enters
the next step in closing. In this step, the local XTP subsystem waits for the remote system to
acknowledge all data and, specifically, to acknowledge the write close request (WCLOSE) with a
remote read close acknowledge (RCLOSE received). At this point, the WTIMER is started, as
shown in the picture by a loop back to the same state. If the acknowledgement occurs before
WTIMER expires, the connection can now be closed by sending the final sender-generated
CNTL packet of Figure 3. Otherwise, the WTIMER expires, a second WCLOSE request is sent,
and the WTIMER is restarted. Path b) is a symmetric case when the host at the reader requests a

graceful close.
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Host requests Send Receive Send
a) Sender WCLOSE RCLOSE END
Close In Packet in packet In Packet
Host uests Send Receive
b) Reader RCLOSE WCLOSE
Close In Packet in packet
Send Receive
) RCLOSE _END
In Packet in packet
Send Receive
d) WCLOSE .END
In Packet in packet
Host requests
e) Context
Abort In Packet
Receive
H iv

"END

in packet
Figure §. XTP Closing Connection Modes and the WCLOSE/RCLOSE/END Flags

In parts c) and d), the local XTP subsystem has detected a close request from the remote end

of the connection, and responds by closing the local end gracefully. As in the host initiated close

modes, the WTIMER is used to retransmit the close acknowledgement until a packet containing a
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set END bit is received. (Once again, the third and final packet in Figure 3.)

The three packet close can at any time be short-circuited by sending the END bit prematurely,
from either end of the connection. As shown in part e), this may have been initiated by an
"impatient” host. At the connection end receiving the END packet, closing is abruptly terminated

as in part f).

Note that when a data acknowledgment is requested in XTP, as in the FIRST packets of
Figures 3 and 4 (packet (A) in both figures), the acknowledgment is not necessarily provided
immediately. In the fast close cases, the receiver delays acknowledgment until all data received

prior to the SREQ have been processed. This includes the data contained in the packet with
SREQ. -

XTP contains a second status request flag in the common header flags field which is called
DREQ. DREQ differs from SREQ in that SREQ requests a response immediately from the
receiver, and DREQ requests it after the currently queued data have been received at the receiver.
This is useful because the acknowledgement is delayed until the receiver has freed the buffer

space associated with the queued data and is capable of accepting more data from the sender.

Flow control blocking is minimized.

In closing, SREQ behaves like DREQ — if this were not so, the protocol would behave as
follows in minimal packet exchange scenarios such as in Figure 3. Packet (A)'s SREQ could
generate CNTL packet (B) before the data from packet (A) had been délrivireid to the receiving
client. Thus, CNTL packet (B) doesn’t acknowledge the data sent in packet (A). At the sender,
the contextrcoﬁld not be closed because the data was'nbticldxowledgédr.r Aﬁé;}l{é WTIMER
expires, a new packet would be generated at the sender, say packet (C’) requesting the receiver

once again return its status. The final control packet, say (C”), would acknowledge that all data

had been successfully transferred. In this scenario, an extra packet, Packet (C*) has been sent, and
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the WTIMER has been forced to expire at least once, both of which are unnecessary and

undesirable. Thus, in closing, SREQ responses are delayed until all data have been processed.

3. Error, Rate And Flow Control in XTP

XTP includes substantial error, rate and flow control mechanisms which all require feedback
from the remote XTP receiver process to the local XTP sender process. This feedback is
contained inside CNTL packets and guides the sender on what and when to transmit. In this
section, each of these control mechanisms is explored. In particular, flow control is presented
within the context of an example, depicted in Figure 6. This figure illustrates a situation where
the sender intends to transmit a total of 27 packets containing user data to the destination. At the
point in time depicted, the data in the first seven packets have been transmitted, has arrived
correctly at the destination’s receiver, is queued for delivery to the destination host receiving
process, and has been accepted by the host — processing on these seven packets has thus been
completed. The receiver has detected a gap in the data stream occuring over the bytes in packets
11 through 14. A gap is detected when outiof sequence data are received and accepted. The
missing data bytes may be lost or delayed. The XTP packet format has provisions for reporting
up to 16 separate gaps that afe outstanding within the data stream of any one context at a given
point in time. |

Packets 8, 9 and 10 have been received by the destination, and queued for transfer to the host.
They currently occupy space in the XTP buffer for receiving packets from the network. Buffer
space is finite, and is partitioned among various contexts between the destination and other hosts
on the inter-network. The buffer space currenty allocated for this context’s receiver buffer at the
destination is large enough to hold 13 data packets. (Note: Buffer space is actually allocated as
a number of bytes*, not packets, because the amount of data contained in each packet may

vary. The scenario presented here has been simplified.) Packets 8, 9 and 10, in addition to



-20

packets 15, 16, 17 and 18 are in the buffer, leaving space for six more data packets.

-

2T 22 123 24 BS P 2T

TO BE

L2 3 3 [3 18 [7 8 P[0 I3 B8 IT B 90
ALREADY
< TRANSMITTED
e (HOLE)-»
r o
RECEIVED BY DESTINATION XTP
(NO HOLES)
ALREADY
DELIVERED TO
DESTINATION HOST
(BUFFERSRELEASED) | DESTINATION RECEIVE BUFFER
ALLOCATION OF

|

RECEIVED
BY DEST XTP

Figure 6. XTP Flow Control and Selective Retransmission

13 PACKETS

Om<—~mOmw QZ—mw

TRANSMITTED

NOTES:

CURRENT RECEIVER ALLOC
VALUE IS SEQUENCE NUMBER
OF FIRST BYTE IN PACKET 21

:  SENDER WAITING FOR

UPDATED ALLOCATION
FROM RECEIVER

PACKET 20 CONTAINS SREQ
AND IS IN TRANSIT

PACKET 19 IS CURRENTLY
ARRIVING AT THE
DESTINATION

The four packers 1 112 13 and 14 were transmitted, but never arrived at the destination in an

acceptable form. Together, thcy represent a gap in the stream of data received from the network

for t.he context. These packets have been exther dlscarded or delayed somewhere in the network.

1f the receiving X"TP”ptocess continues to accept packets beyond packet 20 before the gap is

filled, the receiver will not have enough buffer space for the gap when it arrives. The destmanon

XTP process must assume that the gap will eventually arrive, and thenefore sets asxde space for

the lost bytes from the allocation. Since the XTP receiver process is required to deliver the data

4. An edvmtnge to this policy is that byte-on'ented allocation is not affected by intemet fragmentation.
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stream in the same byte ordering that the source process generated it, packets 15, 16, 17 and 18
must be held in the buffer untl the preceding gap is filled. Thus, 11 data packets are currently in
the buffer space, or have space reserved. The remaining two packets of buffer space are currently

free.
3.1 Flow Control

When the buffer space is full the receiver will discard any additional non-gap-ﬁiling data
packets, even if they are well formed — the rﬁcéivé} will not overrun its buffer allocation for the
context. Unless the sender has detailed knowledge of the receive;’s buffer space, and the
existence and extent of gaps in the received data, it may continue transrﬁittirig neiv data packets

that eventually get dropped by the receiver, needlessly overburdening the network.

Thus, a mechanism must exist for the receiving XTP process to inform the sending XTP
process about the current state of its receiving buffers. This information is included in control

packets sent from the receiver to the sender. Specifically, the receiver includes the parameters in

Table 4.
Parameter Trpe Location Description

%@m segment | | + sequence number of last byte receiver will accept.

DSEQ 32 bit sequence number | common trailer | | + sequence number of last byte receiver delivered to
destination client process.
RSEQ 32 bit sequence number | control segment I + sequence number of last byte receiver accepted.
ALLOC - DSEQ Size of receiver’s data buffer in bytes.
RSEQ - DSEQ Number of bytes received and waiting 10 be transferred to destination client process.

TABLE 4, XTP Flow-Control Parameters

ALLOC constrains_the sender from introducing more data than the receiver’s buffers éan
accept. The sender refrains from sending bﬁes with sequence number ALLOC or higher. Thus,
ALLOC is one greater than the highest byte sequence number that the receiver will accept. DSEQ
is the sequence number of the next byte to be delivered to the destination application process, or

client. Likewise, DSEQ can be thought of as one greater than the sequence number of the last
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byte delivered to the destination client. All bytes with sequence number less than DSEQ have
been successfully transferred to the destination client. DSEQ is always less than or equal to
ALLOC. Subtracting DSEQ from ALLOC (modulo 2*2) yields the buffer size allocated in bytes
to the context by the receiving XTP process. Note: A default value of ALLOC is used initially by

the sender until a value is received from the receiver,

The sender holds data that have been transmitted in a buffer until it knows the data have been
delivered to the destination client. As long as the data are buffered, they can be retransmitted if

necessary. When the sender notes that DSEQ has been extended, it frees the buffers associated

with the delivered data.

Note that DSEQ appears in the common trailer rather than in the control segment like
ALLOC and RSEQ. Refer to Figures 16 and 18 for an exact layout of both the control segment

and the common trailer included in control packets.

RSEQ is the sequence number of the first byte not yet received contiguously from the
network. This can be the first byte in the first gap, or the first byte in the next data packet
expected. As with ALLOC and DSEQ, an altemative interpretation exists for RSEQ. All bytes
associated with sequence numbers less than RSEQ have been buffered by the receiving XTP
process at the destination, but may not have been delivered to the destination client process yet.
Thus, RSEQ is one greater than the largest consecutively received data byte sequence number.
The sequence numbers of all bytes associated with gaps lie between RSEQ and ALLOC. The

following relationship conceptually holds for DSEQ, RSEQ and ALLOC:
DSEQ S RSEQ < ALLOC

Collectively. these parameters provide the means for XTP to implement flow control whereby
the receiver can restrict the sender from sending excessive data prematurely Note that all

sequence ‘number parametets in XTP occupy 4 bytes — SEQ RSEQ DSEQ ALLOC and the
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sequence number pairs contained in the SPAN field of CNTL packets associated with gaps in the

received data stream.

The exception to the above inequality occurs when the number of bytes 10 transmit exceeds
232 In this case, insufficient bit pattems exist using 32 bit sequence numbers to uniquely identify
each byte to be transmitted. To arbitrarily bound the size of data transmissions to this or any other
number would Vbe ﬁ&écéptable. To »allow unbounded-sized transmissions, sequence numbers
must be reusable. XTP, like other protqcf:oﬁlﬂs.r reuses sequence numbers when necessary using
modulo arithmetic — byte O follows byte 2°2 ~ 1. Thus, in practice, ALLOC may wrap when

extended, and actually decrease in value, as depicted in Figure 7.

21

Figuré 7. Flow Window Ring Structure

It should be observed that each byte still in the bit pipe, i.e., each byte currently in transit or
still subject to retransmission, must be uniquely identifiable, so that retransmission is possible. In
TCP/IP sequence numbers are limited to 16 bit numbers with only 2!6 = 64K bytes possible in the

bit pipe at any given point in time. On the other hand, XTP's 22 bit patterns yield over 4 billion
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bandwidth and/or high end-to-end latency than TCP/IP.’

Once the sender has been informed of the receiver's allocation limit via the ALLOC
parameter, it continues to transmit until the allocation has been reached, without the need for
individual acknowledgements of each packet transmitted. Thus, XTP more efficiently utilizes the
higher reliability of modern networks. such as fiber optic LANSs. Once the allocation has been
reached in this hypothetical example, the XTP sender process sets the SREQ parameter in the last
data packet transmitted, and the receiver responds as earlier described with a control packet that

acknowledges all data received, describes any gaps detected, and, if appropriate, advances the

allocation.®

For example, in Figure 6 the receiver is currently receiving packet 19, and waiting to deliver
the packets 8, 9 and 10 to the destination client. Suppose that both tasks complete before packet

20, marked with an asterisk, arrives. The values of the parameters DESQ, RSEQ and ALLOC

will have changed as depicted in Table 5.

3. Van Jacobsen has proposed extending the TCP protocol to, among other things, include 29 bit sequence numbers to

extend the size of the TCP flow conwrol window [ ——— - -~ - -~ T

6. Note that other policies are possible for determining when to set the SREQ bit in XTP: in XTP the SREQ policy is

determined by the user application.
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| Parameter Before After
ALLOC (sequence number of first byte in packet 21) or | (sequence number of first byte in packet 24) or
(1+sequence number of last byte in packet 20) | (1+sequence number of last byte in packet 23)
DSEQ (sequence number of first byte in packet 8) or (sequence number of first byte in packet 11) or

(1+sequence number of last byte in packet 7) (1+sequence number of last byte in packet 10)

RSEQ (sequence number of first byte in packet 1) or | no chémge
(1+sequence number of last byte in packet 10)

TABLE 5. Change in Flow-Control Parameter Values

These changes reflect the freeing of buffer space associated with packets 8, 9 and 10 that

allows the allocation to be extended by three data packets RSEQ has not advanced because the

' sendmg XTP process is still unaware of Lhe gap’s existence and has not retransmitted the missing

packets contained in the gap. When packet 20 is decoded, the receiver sees that SREQ has been
set, and responds by sending back across the network a control packet with the new allocation
and a description of the gap. Until the control packet arrives at the sender XTP process, the
sender refrains from further data packet Vtransmissi,on. After decoding the control packet, the
sender notes the new, extended allocation, and transmission may resume. Packets 11, 12, 13, 14,

21, 22 and 23 could be sent.

An alternative allocation policyr exists in XTP based on the size and availability of the
receiving client application’s buffers. This mode is referred to as reservarion mode. In reservation
mode, the transmission is determined by the size of the receiving user’s buffers reserved
specifically for the context. In this mode, the sender must pause between message transmissions
(the end of a message is indicated when the EOM bit is set in an outgoing XTP packet) until the
receiving client has posted a new client buffer to receive the next message. This is necessary to
separate adjacent messages into different client buffers, since each message may ndt entirely fill

its buffer.
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The mode is invoked by the RES flag in the common header flags field. The 4 byte ALLOC
field is redefined in this mode to contain the size of the current receive buffer at the receiving
client when the RES flag is set. ALLOC is located in the common header. Note that the field
designated RESERVED in the XTP header (see Figure 16) has nothing to do with the reservation
mode described here. The RESERVED field is reserved for further extensions to XTP and is

undefined at present.

In reservation mode, the reservation buffer size may differ greatly from the normal allocation

size, and may be greater. This mode is similar to the the allocation control mechanisms in the

VMTP"! and NETBLT® protocols.
3.2 Rate Control

Unfortunately, flow control is not sufficient to ensure efficient, error-free transmission
between the sender and receiver, even on an extremely reliable network. Imagine a network
containing both hardware and software implementations of the XTP protocol. Since the VLSI
chip set will allow much pf the 7protocol to be executed in parallel, a sending XTP process
implemented in hardware may overwhelm a receiving XTP process implemented in software if it
sends multiple, back-to-back packets.

One solution would be for the receiver to impose a one packet allocation scheme in which the
sender would block after each packet — i.e., stop-and-wait. Each data packet would contain a
SREQ, and each packet would be individually acknowledged by the receiver. In this scheme,

excessive numbers of control packets would be generated (one per data packet), and the transfer

of data would proceed slowly.

Even with all-hardware implementations, a router between two networks may be transferring

multiple data streams between two networks where each data stream is attempting to use the

maximum data flow rate possible. Although the hardware XTP receiver in the router may have no

| [T | {
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trouble processing and queueing a burst of incoming data packets as it arrives, the router’s output
buffers may fill up due to the unpredictable backlog of packets queueing for output on the target
network. Consider, for example, a node on an FDDI LAN connected to a node on an Ethernet
LAN through a router. Clearly, the router occasionally needs a mechanism for lowering the
packet amrival rate. The one packet allocation appmach would be very mefﬁc1ent, and all of the

extra control packets would still pass through the router, taxmg its capabllxues funher In short, a

better approach is needed.

The XTP solution uses rate control torrestrict the size and time spacing of bursts of data from
the sender. Within any small time period, the number of bytes that the sender transmits must not
exceed the ability of the receiver (or intermediate routers) to decipher and queue the data —
otherwise they will be overwhelmed and begin droppiﬁg packets, creating gaps in the received
- data stream. This problem is independent of the flow contml/buffef size problem discussed
previously. The receiver may have adequate buffer space avé.ilable. but back-to-back packets
may arrive faster than the XTP receiver process can analyze them. The XTP parameters used to
implement rate control are shown in Table 6. Together, the two rate control parameters allow the

receiver to tune the data transmission rate to an acceptable level.

Parameter ~ Location Description
RATE control segment | Maximum number of bytes receiver will accept in each one second time peniod.

BURST control segmem | Maximum number of bytes receiver will accept per burst of packets. The
transmitter may not transmit more than BURST bytes between RTTMER timeouts.

RATE/BURST | Maximum number of packet bursis per second.

BURST/RATE | Seconds per Packet Burst, The rate Lirner (RITMER) (s set to tus value,
RATE = -1 Rate control is disabled — i.e., sender transmissions are unconstrained.

TABLE 6. XTP Rate-Control Parameters

In the first situation described, where a XTP receiver implemented in software is listening to
a hardware-implemented sender, packet bursts must be time spaced to guarantee that the slow

receiver has sufficient time between back-to-back packet bursts to complete protocol processing
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before the aﬁwu of the next burst. With the above parameters, inter-packet spacing can be
achieved as follows. Set the BURST parameter equal to the MTU (maximum transmission unit)
of the underlying network. Thus, each packet "burst" may not contain more than one packet's
worth of data. If the receiver can handle N packets per second, set RATE equal to MTU * N. In
this manner, the sender is constrained to spacing back-to-back packets accordingly. See Figure 8

which plots bytes transmitted versus time during a one second time period for a hypothetical XTP

transmitter.

The RATE and BURST parameters are adjustable, and for each implementation of XTP,
appropriate values could be determined experimentally, Their values would then be included in

all out-going control packets from the receiver. Note that in this example, RATE > > BURST.

In Figure 8, the BURST and RATE parameters have been adjusted such that an inter-burst
separation occurs. Each burst of data is depicted by a ramped triangle. The separations between
adjacent bursts are shown by horizontal dotted line segments in which no progress is made
towards the top of the graph. During each pause in the transmitter, the slower receiver is allowed

to catch up.
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Figure 8. Rate Control of a Hypothetical XTP Transmitter

nd

Unfortunately, the sender process does not know the appropriate RATE and BURST values to
use with a particular receiver until the first burst of data has been completed; the proper value for
ALLOC is also unknown initially. The appropriate values only become known when the first
control packet arrives at the sender. Before this control packet is returned, the sender must use
default values for the various flow and rate control parameters. These values may be different for
outgoing data than for incoming data; for instance, on a network with one hardware
implementation and 5 slower software XTP implementations, incoming packets to the hardware
XTP receiver can be handled with no spacing between packets, but outgoing packets need to be
spaced by the same node. Thus, different fow and rare control parameters may be used by the

sender process.

If protocol processing speeds vary widely on a network, the default values for ALLOC and
rate control parameters affect the number of dropped packets during the initial data burst. A

conservative approach would be for the sender to set the default ALLOC to a small number of
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bytes (say one average-sized data packet as defined by the maximum transmission unit) and o use
the aforementioned approach to setting the default rare parameters such that packet spaéing is
sufficient for the slowest receiver on the network. After the initial burst, which also establishes
the context connection, the sender would block, waiting for the returned control packet generated
by the SREQ in the last data packet of the burst. This control packet would contain the more
accurate flow and rate control parameters specifically applicable to the receiver. In this case, few

packets would be lost at the cost of moderately more overhead in the initial burst.

In the router example discussed above, back-to-back packet delay is not needed, but limiting
the number of bytes arriving in a given time period is; thus setting RATE > > BURST (=MTU)
is not adequate for controlling flow rate. The router, implementing the XTP protocol in
hardware, can absorb back-to-back packets as fast as they arrive, but must avoid exhausting the
buffers between the two networks. To implement this, BURST could be set equal to RATE, and
RATE would be set to the rate at which the router could relay frames for the context in terms of
bytes per second. In this scenario, the RTIMERs interrupt rate would be once per second, and the
number of bytes per second allowed would equal RATE. As more inter-network contexts become
established, the router may need to restrict the burst rate for existing contexts with the RATE
(=BURST) parameters. Later, as contexts become inactive or removed from the inter-network,
the router may chose to increase the flow rate of the remaining contexts. RATE (=BURST) would
be increased in outgoing control packets in this case. RATE and BURST allow the router to

dynamically control the flow into the router so as to avoid overwhelming it with requests.

XTP's rate control feature may be disabled by setting RATE equal to -1 in outgoing CNTL

packets.
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3.3 Error Control

When errors do occur in transmission, XTP, like TCP and TP4, must detect the errors and
initiate retransmission of the erroneous data. XTP uses two checksums over the XTP packet
contents to verify the {ntegﬂty of the data received through the network. These two checksums
appear in Table 7. The XTP checksum algorithms were chosen for speed and VLSI compatibility;

details of their operation are found in Appendix A of the XTP Protocol Definition version 3.4.[!}

Parameter Location Description
DCHECK Value trader (4 bytes) 4 byte checksum over data fields.
Includes the control segment in control packets;
the information segment in information packets.
HTCHECK Value trailer (4 bytes) 4 byte checksum over header and trailer.
NODCHECK Flag trailer flags Flag used 10 signify that DCHECK checksum is not
field (1 BIT) present in current packet.
NOCHECK Flag header flags Flag used to signify that checksum calculation is
field (1 BIT) disabled in current packet.
XOR Calculated using exclusive-OR operations orlly. Represents the vertical parity of dats bytes.
RXOR Each intermediaze result is left rowted before exclusive-ORing in the next word.

XTP's checksum function is formed using left rotation snd exclusive-OR operations over the 16-bit words covered.
The 4 byte checksum is the concatenation of two 2-byte checksums XOR and RXOR. (XOR | RXOR).

TABLE 7. XTP Checksum Parameters

It is preferable to place the checksums in the last few bytes of the XTP frame so that the
checksum calculation can be concurrent with packet transmission or reception. If the checksums
were placed in the front of the packet, the entire packet would have to be accessed to compute the
checksum before packet transmission begins. Thus, two sweeps over the data would be necessary
— one for the checksum, and one for copying the bytes to the network. This inefficient approach
is inherent to TCP and TP4, whose checksums occur before the information segment, and
avoided in XTP where the checksums follow the rést of the packet and are found in the common

trailer.

The checksum DCHECK is optional in that it can be activated or deactivated by setting the
NODCHECK flag in the XTP common trailer's flag field. When NODCHECK is set, no

DCHECK is calculated by the sender XTP process, and the DCHECK field is undefined.
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Checksum calculation is also not performed when the NOCHECK bit is set in the header flags

field.

When either checksum indicates that the packet received contains erroneous information, the
receiver assumes the pa‘cket is garbled and discards it. If the source were known, the receiver
could immediately inform the source XTP sender process that the packet was garbled in transit —
allowing the source to begin retransmission. Nommally, this information is available by
referencing the packet’s KEY field, located in the common header, that uniquely identifies the
oﬁginaﬁﬁé cifen?ﬁﬁxess at the node that transmitted the pécket. But thcr;,cexver cannot assume
that the KEY field is correct, since the error could conceivably have occurred anywhere within
the packet including the KEY field itself (if the HTCHECK checksum is invalid). Thus, the

receiver always discards packets received with errors.

At the sender, transmission continues as if no error had occurred. The next packet is placed
onto the network. If this new packet arrives correctly, the receiver examines the starting
sequence number for the packet. Like the Vccrarntext identifier KEY, the starting sequence number is
contained in the pag!c:t’s header (in the SEQ field). The receiver expects the SEQ value of the
incoming packet 10 equal the current RSEQ value for the context. Since a packet was dropped,
the incoming SEQ is larger than RSEQ by the size of the dropped packet. The receiver accépts
the data packet, nqﬁhg that it arrived out of sequence, and that a gap exists in the data stream.
Now the receiver can utilize the ‘KEY information of the current packet towsend back a CNTL
packet to announce the gap. Having Ge receiver indicate when a gap has been detected is
optional in XTP; if the receiver fails to send the CNTL packet, the sender will eventually include

a SREQ and block, or timeout.
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3.4 Gaps And Selective Retransmission

A receiver could describe a gap using a pair of sequence numbers that bound the gap. Instead,
XTP describes the groups of bytes (called spans) which were received. This process is known as
selective acknowledgement. Thus, in XTP, the location of gaps is inferred to be between the
spanning byte groups selectively acknowledged. Each byte group is described with two sequence
numbers that bound the bytes received. Associated with each byte group is a gap immediately
preceding it in the ordered data stream. The first sequedcc number in the pair marks the byte
where the group started (i.e., the first byte in the group). The second sequence number is one
greater than the last byte in the group (i.e., the first byte not contained in the group.) Between
each pair of received byte groups is a gap, or hole, in the received byte stream encompassing one

or more bytes, as illustrated in Figure 9.

GAP GAP GAP
1 2 3
SN U T A A NN O I e I O 0 ) N D S
T SPAN A SPAN A SPAN A T
1 : 2 ! 3 L
RSEQ : . )

|
u
|

Figure 9. Gaps and Spanning Byte Groups

As mentioned earlier.r XTP allows ; recewer to traciki énd notify up to 16 separate gaps for any
given context. This capability is not required, however — receivers may chose to ignore all out-
‘of-sequence data. In this case the réceiver would never allow gﬁps to be created, aﬁd would force
the sender to retransmit both lost data and correctly received oqt-of—sequence data. This latter

method is referred to as go-back-n retransmission.

Since up to 16 byte groups may be described in any CNTL packet, the SPAN field must be

variable in length. It is located in the control segment, and contains descriptors for the gaps.



Each byte group descriptor takes 8 bytes and contains the two 4 byte sequence numbers that
bound the group. Preceding the sequence number pairs is NSPAN, occupying 4 bytes so that the

following SPAN sequence number pairs are aligned onto 8 byte boundaries. NSPAN contains the

number of byte groups described with the SPAN field. In Figure 9, NSPAN would equal 3.

Each gap spans a portion of the data stream. For 16 individual gaps to accumulate would
presumably be a rare occurrance, and only possible when large volumes of data are transmitted
with few SREQs. Consider a massive file transfer between mainframes with considerable buffer

space. The entire ﬁlevcould be transferred with a single SREQ in the final data packet. Any lost

data could be determined and communicated to the sender in a minimum number of CNTL

packets (one) in most cases. This process, in which only the lost data are retransmitted, is known

as selective retransmission. The XTP selective retransmission parameters are summarized in

Table 8.

~ Parameter Location | Description

NSPAN control Number of spanning byte groups described in the SPAN field,
segment | Legal values range from 0 to 16.
SPAN control Variable length field containing pairs of sequence numbers.

segment | Each sequence number pair describes a spanning byte group.
The first sequence number in each pair is associated with the
starting byte of the group. The second sequence number is
one greater than the sequence number of the last byte in the group.
Spanning Group | A contiguous group of bytes received out of sequence. To the Ieft of

each spanning group is a hole or gap.

The saquencs numbers of all bytes in all spanning groups are

between RSEQ and ALLOC.

Gap Portion of the data stream currently in ransmission which has been

lost or delayed. The receiver detects a gap when a packet arrives

whose starting sequence number (SEQ) > RSEQ.

TABLE 8. XTP Selective Retransmission Parameters
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4. XTP Timing Considerations

In certain pathological cases, the XTP connection may be severed without one or both ends
realizing what has occurred. Typically, connection timers are used to detect the possibility that
such an event has occurred. In XTP, the CTIMER s used to monitor for such events. CTIMER
expires when the connection has been inactive for 60 seconds. By the time a break is suspected, a
number of attempts may have been made to prompt the other "end” to re-synchronize the
protocol. In XTP, these prompts are in the form of CNTL packets (called sync packets). If, after a
number of attempts have been made, the situation has not improved, the XTP process will inform
itsrcrliem application process of the situation, and if sb directed, close the connection. Each sync

packet is issued when a timer expires.

In other situations, communication may have been temporarily suspended or imerrupfed, and
connection closure is not required. In these cases, XTP attempts to re-synchronize the sender with
the receiver. Re-synchronization is attempted when the sender has issued a SREQ to the receiver
and the WTIMER times out before the receiver’s CNTL packet has been received by the sender,
as earlier described. The XTP sender process will assume that the packert”contraining the SREQ
was dropped and transmlts anothcr gfckfrtﬂcontalmng an SREQ to the recewer — async packet.
If the ongmal SREQ comalmng data packet is still on the network, two SREQs could arrive at the '
receiver both requesting positive acknowledgemem of data neceived and an updated ALLOC
value from the receiver. The receiver comphes by outpumng two CNTL packets back to the
sender. Note that at the receiver, Lhe values for ALLOC, RSEQ and DSEQ may have changed
between the amival of the two status nequests Thus the CNTL packets may contain dxfferent

information — one outdated and mlsleadmg, Lhe other one current SO the sender must be able to

distinguish the most current CNTL packet from dld oﬂes.

XTP associates each receiver-generated CNTL packet with the SREQ that requested it. When
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the sender issues a sync packet, it increments a counter value (the SYNC counter for the context),

and includes this value in the SYNC field of the outgoing sync packet. The SYNC field is located

in the control segment, and occupies 4 bytes. When the receiver receives sync packets from the
sender, it copies the SYNC value from the incoming CNTL packet into the ECHO field of the
outgoing CNTL (called an echo packet). The sender differentiates between old echo packets and
the current one by comparing the ECHO value against the current SYNC counter contents. Like

SYNC, the ECHO field is 4 bytes in length and located in the control segment.

Note that an ECHO/SYNC ﬁatcﬁ does not guarantee that the echo packet is the most current
echo packet, but from the sender’s point of view, this is the best assumption. Consider the
undesirable case where a sender’s second sync packet arrives at the receiver before the first sync
packet, by taking a different route on the inter-network. The receiver will issue two echo packets,
but in the wrong order. In the first echo packet, ECHO is set to 2, while in the second, more
current echo packet, ECHO is set to 1. When the first echo packet arrives at the sender, SYNC

equals ECHO, and the packet is accepted. Although this scenario is possible, it is improbable.

When an incoming ECHO matches the context’s SYNC counter value, the sender examines
the receiver’s current status data. If no retransmissions are needed, and ALLOC has been
extended, the sender resumes with data transmission. If the receiver has not extended ALLOC,
but there are gaps to retransmit, the sender begins retransmitting the lost data. Otherwise, the

sender must wait for the receiver to extend the ALLOC value before proceeding, and must block.

Each time the sender outputs a new sync packet, it resets WTIMER, and blocks. If the sender
fails to synéhm;iize, or fails £o receive an updated and extended ALLOC in a reasonable amount
of time, the XTP sender notifies the sending client process, and may terminate the connection. If
the sender and receiver reestablish syn(;hf;nizaﬁon, the sender quits outputting sync packets, and

resumes data transmissions.
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Sync/echo packets are also used to update the current round trip time (RTT) estimate. The
sender sets the TIME field in the sync packet to the current time at the sender. When the receiver
prepares the corresponding echo packet, it also copies the TIME field of the sync packet into the
TIME field of the echo packet. When the sender receives the echo packet, it estimates the current
round trip time by subtracting the echoed TIME value from the current time. This RTT estimate
is used by the sender in setting the duration of the WTIMER. WTIMER is set to twice Lhé RTT.
Since XTP acknowledgements are generated at the sender’s request (using SREQ), the RTT
estimate more accurately reflects the average round trip time than schemes relying on timeout-

generated acknowledgements.

XTP bounds the time each packet is allowed to "live" in the network using the time-to-live
(TTL) field in the common trailer. The time value is expressed in 10 millisecond "ticks”. In
outgoing packets, this field is initialized by the user to a given number of ticks (in TCP time-to-
live is based on the current RTT estimate). At each hop, the TTL value for the packet is
decmfnented — when the value becomesrzero or negative, the packet has exceede'd its time to
live and is discarded. Note that bounding the time the packet can exist on the inter-network aids
in removing packets which can not be delivered due w pathological situations suchﬂars host or

router crashes.

Since the TTL field occupies 2 bytes, 64K different values are expressible in the field yielding
a range m values from zero seconds to 655.36 seconds in 10 millisecond steps. For networks with
greater propagation time than 655 seconds, (e.g., a very wide area network) the TTL mechanism
must be disabled. XTP allows the TTL mechanism to be disabled by setting the initial TTL value
to zero. If a packet arrives with a TTL value of zero, it is assumed that the policy is to bypass the
TTL decrement-and-discard step, and the packet is relayed onto the next network with the TTL

value still equal to zero.
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When transmitting, the sender may use a timer to comply with the receiver’s rate control
requirements for bytes/second (RATE) and bytes/burst (BURST). This timer (RTIMER) must be
accurate enough to support the rate control iming requirements for the given implementation.
The duration of the RTIMER is set to BURST/RATE seconds. Each RTIMER timeout
reestablishes the limit on the maximum number of bytes which can be output on the context

during the next RTIMER time period.

XTP requires only one timer at the XTP receiver pfocess, and it is only needed during
connection closing as shown earlier in Figure 5. This timer (also called the WTIMER) is set

whenever the receiver process issues a CNTL packet with the RCLOSE request set. The timer

estimates the round trip time, and if necessary, generates a new RCLOSE request upon expiring. -

Each multi-context route requires a special timer called a Path timer (PTIMER). In routers,
the PTIMER duration may extend for days to allow datagram-type service over stable,
infrequently used routes. In each end-node, the PTIMER duration is substantially shorter, and

may be measured in minutes or hours,

The timing parameters discussed in this section are listed in Table 9.
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WTIMER *RTT Used by sender when re-synchronizing with receiver. A new syac packet is
transmitted when WTIMER expires. WTIMER is restarted every time a SREQ is
issued, and during closing.

Used by receiver during closing.
CTIMER 60 seconds Used by sender to detect dead connections.
RTIMER implementation Used by sender to perform rate control.
dependent
(BURST/RATE)

PTIMER minutes or Path timer (one per route i each node). Used by host in managing routes.

tens of minutes Each route may support multiple contexts.

PTIMER hours or Path timer (one per route in each router). Used by router 1o detect dead routes.

days Each route may support multiple contexts.
M
Parameter Locatlon Description

RTT sender's Round Trip Time estimate for context. Estimate based on time elapsed between
context transmission of sender syac packet and reception of associated echo
record CNTL packet.

TTL common (Time-to-live).
trailer Used 10 detect and discard packets which stay on the network too long.

The sender seus TTL to & number of 10 millisecond ticks when the packet
is transmited. Intermediate routers decrement and monitor the value.

SYNC control Counter value used by sender 1o individually mark syac packets.
segment The receiver copies the SYNC value into the ECHO field when responding
t0 a sync packet. Allows sender to differentiste between CNTL packets.
ECHO control Field that receiver copies reczived SYNC into when responding o sync packets.
segment
TIME control Echoed back by receiver from sender's sync packet. Used to
segment estimate current round trip time. When the sender receives a TIME
' echo, it subtracts the echoed TIME from the current TIME to estimate
the current round trip delay (RTT).

TABLE 9. XTP Timers and 1iming Parameters

S. Addressing Mechanisms In XTP

The aforementioned KEY field is but one of the parameters XTP uses to perform addressing.

Addressing occurs on a number of levels. First, consider XTP as a client process to an underlying

datahnk layer as deplcted m Figure I At thls level the datalmk layer needs a unique service

access point (SAP) for XTP to separate mcommg XTP packets from non-XTP packets. The XTP
packet, or frame would be encapsulated inside a datalink layer’s protocol data unit (PDU). As the
datalink layer process decodes the PDU, it determines the dersr;ipatiwon to be the XTP server

process.

XTP was designed to interface with a variety of datalink layers. In each case, XTP packets

must be encapsulated within the PDUs of the underlying datalink layer. This encapsulation must



conform to the requirements of the various datalink layer protocols. For those protocols capable

of multiplexing their services among multiple transport layers (say XTP and TCP
simultaneously), the datalink layer uses a unique, standardized identifier to distinguish between
TCP and XTP packets. In 1990, XTP is expected to be operational on Ethemet, IEEE 802.5, and

FDDI; XTP is already bbératioﬁrairdnitbf; oft;xe User Datagrfax?xrxi Protocol (UDP).

Within the XTP layer, each end of a XTP connectioni must be able to uniquely identify its
peer. To complicate matters, XTP's inter-network and multicast capabilities impose additional

addressing requirements.

One solution w:)uld 7be}c73 mcludeallrele\;am addressing dat; ex;;licidy in each packet. With
large internet addresses, this approach would cause substantial per-packet overhead. The XTP
approach caches the addressing data contained in the first packet at both the sender and receiver,
and uses the KEY as a lookup index into the cache to access the actual addresses as needed. As
described earlier, this initial packet is a special information packet of type FIRST. The following
packets contain only the KEY, resulting in smaller packets because the KEY is encoded in fewer

bytes.

In TCP/IP, 14 bytes are used for addressing information in every packet — IP requires an

IDENTIFICATION field of length 2 bytes that is used, like XTP's KEY field, to identify the

 connection uniquely, 4 bytes for the IP source address, 4 bytes for the IP destination address in
the IP encapsulation, and 2 bytes each for the source and destination ports in the TCP segment.
In XTP, 4 bytes are used to specify the context numberThus XTP encodes mﬂre:’ad-dres;;ing
information with les§ overhead per packet.
Medium Access Control addresses (MAC values) uniquelry identify nodes on the same local
area nerwork. Note that within each XTP process however, a MAC valuer rﬁay not be unique —

if multiple X’I‘i’r'rgﬁe‘:ﬁftsﬁa; “connected to the same remote host, the MAC address for each
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connection’s context record will be the same. The concatenation [MAC,KEY] of the remote
host's medium access control address and any given context identifier uniquely determines the

connection.

When LANs are interconnected, packets must travel through routers or gateways and
(MAC,KEY] may no longer be unique. As with the KEY, XTP associates an identifier with each
route inside a router (the ROUTE value). ROUTE values are included in each packet, ahd the
triple <MAC,KEY ,ROUTE> does uniquely identify each context. Inter-network routing and the

ROUTE field are further discussed in section §5.1.

The KEY is generated by the node initiating the connection, and included in the FIRST
packet transmitted to the receiver. Also included in this FIRST packet are addressing data used
to identify the intended receiver. These addmsses arercomained in a list for éomparison with the
receiver’s address filter. In multicast mode, more than one receiver is targeted for each packet.
The appropriate receivers note the arrival of the FIRST packet, and save the context identifier
(KEY), the source of the datalink frame containing the packet (MAC address) and the route
identifier (ROUTE) in a dat;abase associated with the context record. Subsequent packets need
not contain the destination network address since the triple <MAC,KEY ,ROUTE> can be used to

lookup the context.

As described in Table 10, the KEY field of the XTP packet common header is 32 bits in
length, but the context identifier KEY's value is 'restricted to a value expressible in 31 bits. The
extra bit is located in the most signiﬁéant bit position, and reserved for determining the direction
of the packet — i.e., which end of the connection generated the packet. Packets sent from the
node which generated the KEY value have the bit set to zero; packets received at the node
generating the KEY value have the bit set to one. When the high bit is set, the KEY is referred to

as a rerurn key. If the KEY in an incoming packet’s header is a return key, the receiver can use
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the original key.

In order to make context lookup faster, the receiver must be able to substitute a value of its

own choosing for the newly forming context’s KEY. But the new KEY will only be useful if the

- peer uses it when transmitting packets on this context. The substitute KEY is transmitted back to

the context initiator in the XKEY field of the next CNTL packet. The receiving XTP context
continues 10 output CNTL packets containing the original KEY (with the high bit set), whereas
the sending XTP context will adopt the receiver's requested KEY (also with the high bit set)

when transmitting packets. Note that in this case, once KEYs have been exchanged, all packets

will be using rerurn keys — with the high bit set. See Figure 10. Key exchanging is only possible

when there is a unique reéeiver (i.e., keys may not be exchanged in multicast mode).
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Packet (A1)
TYPE: :FIRST
KEY: : KEY DESIRED BY (A) High Bit=0
ROUTE: :ZERO
SEQ#: :ZERO
: ISTHAY ISYAY ETHAY ATADAY
DATA: :ISTHAYISYAY ETHAY ATADAY
: ISTHAY ISYAY ETHAY ATADAY
SREQ:  : ONE
, Packet (B1)
TYPE: :CNTL
KEY: : RETURNKEY (A) High Bit=1
| ROUTE: :ZERO
SEQ#: :ZERO
. ALLOC:Buffer Sizz RATE=xxx
CNTL:  :RSEQReceived .. BURST=yyy
: (etc.)
XKEY: KEY DESIRED BY (B) High Bit=0
Following Packets from (A)
TYPE: :DATA
KEY: : RETURN KEY (B) High Bit=1
' RQUTE: :ZERO
SEQ#: 81,852,853, et.
~ { ISTHAY ISYAY ETHAY ATADAY
DATA: : ISTHAY ISYAY ETHAY ATADAY
: ISTHAY ISYAY ETHAY ATADAY
Following Packets from (B)
TYPE: :CNTL
{KEY: __: RETURNKEY (A) High Bit=1
'ROUTE: :ZERO
SEQ#:_:ZERO
: ALLOC:Buffer Size RATE=xxx
CNTL:  : RSEQReceived (ctcy BURST=1yY

Figure 10. XTP Key Exchanging

In Figure 10, the sending context at node (A) issues a FIRST packet to set up a connection.

This packet is labeled Packet (A1), and contains the KEY value that context (A) prefers be used



in returned packets. The XTP receiver associates this KEY (say K,) with the context record at

node (A) corresponding to the connection.

When the packet arrives at (B), the XTP receiver at (B) creates a new context, and saves A’s
desired KEY value (X,) in the context record at (B) associated with the connection. All packets
returned to (A) on the connection will use the return form of (K,), denoted by (K3). (B) decides it
would be advantagious to exchange KEYs. Packet (A1) contains a SREQ, so (B) responds with

Packet (B1). Note the KEY field value (K;), and the XKEY field value (K}).

When Packet (B1) arrives at node (A), the KEY value (K7) it is used to locate the context
record for the connection. (A) saves the requested exchange KEY in the context record for out-

going packets on the context.

Any additional packets sent in either direction contain the appropriate return KEY value for
the packet’s destination. That is, in the A—B direction packets carry (K;) and in the B;-)A

direction they carry (K;) respectively in their KEY field.
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Parameter Location _ Description
MAC External Medium Access Control layer address.
to XTP The physical address of the network interface for the given host.
KEY Field XTP header | Uniquely identifies the XTP context at the sender.
31 bit number generated by sender occupies 4 bytes or 32 bits.
The highest bit reserved for determining direction of packet,
XKEY Field XTP Exchange KEY returned from destnagon ' )
control for sender to use in subsequent packets.
segment Uniquely identifies the XTP context at the destination.
ROUTE Field XTP header | Used by sender when forwarding through routers.
Similar o KEY field. _
XROUTE Field XTP Exchange ROUTE value retumed from router
control for sender to use in subsequent packets.
segment Contains router-generated number used to assist router in
determining origin and destination of inter-networked packet.
MULTI Flag XTP header | Indicates that XTP mulricasting addressing is being used.
flags field In this mode multiple receivers simultaneously listen to the
same sender. More efficient than setting up individual contexts
for each receiver and then duplicating outgoing packets.
Contained in the FIRST packet only. This field is variable
in length since multiple addresses may be specified.
It is further sub-divided into the following fields:
DRESS § :_{f“ . LENGTH number of bytes in address field
AD egment ;'e‘g‘:'n':::m" FORMAT network address syntax
null to 8-byte-align address data
ID undefined in XTP version 3.4
Actual addresses depends on FORMAT
DADDR Flag XTP header | Indicates that direct addressing mode is used.
fags field In this mode the KEY field is interpreted as a short address.

TABLE 10. XTP Addressing Parameters

The address segment included in the FIRST packet contains two main fields — a fixed length .
descriptor field indicating the addressing format used, and a variable length field containing the
aémﬁ list of addresses. The address descriptor Wﬁeld is 16 bytes long, and contains four sub
ﬁclds” — LENGTH (2 bytes), FORMAT Q,,‘?YI‘?%% NULL(2 bytes) and ID (8 bytes). The
LENGTH field is the number of bytes in the variable length address segment, inciuding the 2
bytes in ﬂ;e LENGTH field itself. The FORM;\T field specifies the address formatting scheme
used in the list of addresses. At present, compatible formats are supported for both Darpa Intemet
and ISO formats."”) Formats for ac'commodating Xerox XNS!!% style addresses, U.S. Air Force

Modular Simulator project (MODSIM) addresses and Source Route addresses are under study
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be avaxlable in future versnons of the 3 XTP protocol

Included in the Internet compatible format are IP source and destination host addresses 4
bytes each), and source and destination ports or socket numbers (2 bytes each). For 8 byte
alignment purposes, the IP address fomat also contajoé 4 null bytes.

The ISO address is formed by concatenanng the appropnate network Iayer service access
point (NSAP) with the transport layer service access point (TSAP) yielding two 24 byte addresses
for a total of 48 bytes — one address for the destination (DSAP), one for the source (SSAP). For
each address, the NSAP is positioned in the first 20 bytes. The TSAP occupies the remaining 4
bytes. Since the ISO address length is divisible by 8, no additional null bytes are needed with this
formatting scheme heme.®! The address descriptor ID field is currently not defined in the XTP protocol

definition revision 3.4.

Addrcss ﬁltermg occurs at the receiver when determining whether to establish the connection
requested by the senderrof a FIRST packet. Beforehand, the receiving client describes to the XTP
receiver process the set of network addresses to which it will connect. When a FIRST packet
arrives, the reoeiverrrcomiéfe’s”i't.{ "addrcsEngﬂ’ém oontentrsiagaifﬁét the receiving client’s address

filter to determine whether to accept the packet or not.

In the event that the network topology is known, and network addresses do not rcquue more
than 4 bytes, XTP can use a direct addressing mode. In this mode the KEY ﬁeld contains the
- actual destination address rather than an index used to look up the context. This direct addressmg
mode is invoked by setting the DADDR flag in each packet. The DADDR flag is located in the

common header.

5.1 XTP Inter-Network Routing

When connecting to a process on a remote network, a connection must be established through
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one or more routers until the destination network is reached, and finally to the remote host on
which the receiver client resides. Packets hop from one network to the next through routers. The
router receives the packet on the first network, makes a routing decision, and outputs the packet
onto the second network. The router must be capable of determining the appropriate node on the
new network to which the packet should be transferred, based on the destination addressing

information contained in the packet. As in the single network case, this addressing information

~ can be cached. Figure 11 illustrates the address management occurring when a connection is

established on first an adjacent network requiring a single hop (through router R), and second on

a remote network ;equiring two hops (through routers R and H).

The ROUTE field serves a similar purpose to the KEY field. Refer to Table 10. It is located in
the XTP common header and is utilized by Lhé router to locate the proper addressing data in its
cached address translation map. As with the KEY, ROUTE values can be exchanged between
adjacent routers and/or the endpoint nodes. Like the XKEY field, the XROUTE field is located in

the control segment of CNTL packets.

When a FIRST packet arrives at the router, the router saves the incoming ROUTE value in
the data structure associated with the route upon which the packet is travelling. Packets genet_'ated
at the router to be returned to the context initiator will use the return form of this ROUTE value.
The Router has the option of generating its own ROUTE values for the next host or router in
sequence to use on the given route. When relaying the FIRST packet towards the destination, the
router merely substitutes its preferred ROUTE value in the header, overwriting the original

ROUTE value chosen by the context initiator.

Packets arriving at the router from the destination-end of the connection will contain the
return form of the router’s desired ROUTE value. The destination-end of the connection may

choose to exchange ROUTE values with the router. If so, it will set the XROUTE field to its
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chosen ROUTE value when transmitting its first CNTL packet. The router will note the

XROUTE value, and use its remrn form in future packets to the destination-end.

The router relays the CNTL packet towards the sender-end of the connection. In this CNTL
packet, the original KEY value and ROUTE value received from the sender-end in the FIRST
packet are substituted into the CNTL packet header, both in resurn form. If the router choses to
exchange ROUTE values with the sender-end, it creates a second ROUTE number, associated
with the address of the destination, and includes this ROUTE value in the XROUTE field of the

CNTL packet sent back to the sender node on the first network.

Once the CNTL packet arrives at the sender node, the sender adopts the router’s XROUTE

value, and includes the rerurn form of it in subsequent packet transmissions for the given -

connection, in the ROUTE field. Thus, the router may use different ROUTE values for packets
traveling in different directions. This is illustrated in Figure 11. In the top diagram, node (A) is

the sender, node (B) is the receiver, and node (R) is the router connecting the two networks LAN

1 and LAN 2.
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SOURCE AND DESTINATION NETWORKS SEPARATED BY ONE ROUTER

R
[IR, 1A K.A] {2B,2R,K,RB]

A

MAC Addresses: ‘o
el Original
Destination Source . & Route Fields
[1A,IRK"A’] {2R,2B, K’ RB’] [ IR,1A,K,A )
(XROUTE=RA] - [XROUTE=B]
{1A,IR, K" ,A’]
Router Returned
[IR, 1A KRA’] {2B2R.K.B"] Key & Route Fields
- L1 . 7 "._ L2 . '

SOURCE AND DESTINATION NETWORKS SEPARATED BY TWO ROUTERS

R H B
(IR,1AK,A] (2H2R K,RH] {3B.3H K HB] Notes:
Key or Route Returned
equals original value plus 2
(1A,IRK’ A’] [2R2H K’ RH’] (3H,3B, K’ HB’] .
ROUTE value exchange is
. requested.
(IR,1AKRA"] (2H2R,KHR'] (3B,3H,K,B’] Subsequent packets to requester
> Contain returned form of
requested exchange ROUTE value.
Lt twopa o L3

Figure 11. Address Substitution Mechanism in Routers

The bracketed notation [IR,1A,K,A] [XROUTE=xxx] describes the values of address
parameters associated with a packet transmitted between adjacent hosts. As described in Figure
11, the first value (1R) is the:_l\_jiﬁuc address of the destination node, the second value (1A) is the
MAC address of the sender node, the third value (K) is the value of the KEY field contained in

the XTP packet, and the last value (A) is the ROUTE value contained in the given packet. When
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the XROUTE is n¢- listed, the field is disabled and set to zero. The XROUTE designator appears

In the first packet, transmitted from source (A) to the router (R), the route field is set o A.
This is a FIRST packét, and thus contains an address segment inside its information segment.
The router examines the address, and determines that the packet needs to hop from LAN 1 t0
LAN 2, and that the destination is at node (B) on LAN 2. When the router outputs the FIRST
packet onto LAN 2, the KEY field is unchanged, but the router has modified the ROUTE field by
setting it to (RB), which is associated with the MAC address of (A). When (B) receives the
modified FIRST packet, it accepts the connection request. The return CNTL packet has the high
bit set in both the KEY field (X*) and ROUTE field (RB’) indicating return forms for the values.

Also, the XROUTE field has been set to B, signifying that (B) wishes to exchange ROUTE

values with the router.

When the CNTL packet arrives at the router on LAN 2, the ROUTE value is used to retrieve
the addressing data for node (A). Since this is the first transmission from (B) to (A), router (R)
generates a new ROUTE value to exchange with (A). This ROUTE value (RA) is stored in the

XROUTE field of the CNTL packet returning to (A). It will be used at the router to associate

incoming packets from (A) with f.hc MAC address of node (B) on LAN 2. Node (A) notes the

XROUTE field value, and includes (RA”) as the ROUTE value in all subsequent packets output

for the context.

Also depicted in Figure 11 is a scenario with three networks and two routers, R) and (H). In
this situation, packets must make two hops. Note that the routers overwrite the ROUTE field
values incoming from packets generated by the other router. New ROUTE field values are

generated at each hop.
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Figure 12 demonstrates KEY and ROUTE exchanging between two nodes (A) and (B)
separated by a common router (R) using the simple packet diagrams of Figure 11. Note that once

all exchanges have completed, all KEY and ROUTE values used are in return format.
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@ ® )
Packet (A1) First Packet from (R) to (B) @
| TYPE: : rmst TYPE: ' mmst -

KEY: : KEY DESIRED BY (A) High Bit=0 KEY: : KEY DESIRED BY (A) High Bitul)
ROUTE: : ROUTE DESIRED BY (A) HB=0 ROUTE: : ROUTE DESIRED BY (RB) HB=0 -
SEQ¥ : zmo SEQ#¥ : zmmo _

: ISTHAY ISYAY ETHAY ATADAY ISTHAY ISYAY ETHAY ATADAY

DATA: ISTHAY ISYAY ETHAY ATADAY DATA: ISTHAY ISYAY ETHAY ATADAY
: ISTHAY ISYAY ETHAY ATADAY : ISTHAY ISYAY ETHAY ATADAY =
SREQ: ONE SREQ: ONE -
First Packet from (R) to (A) Packet (B1) =

TYPE: o TYPE: :

KEY: RETURN KEY (A) High Bitml KEY: RETURN KEY (A) High Bitm1 —
ROUTE: : RETURN ROUTE (A) High Bitel ROUTE: : RETURN ROUTE (RB) High Bit=1 -
SEQ# : zmo ' SEQ# : zmo

! ALLOC:Buffer Sizs RATE=2xx ! ALLOC:Buffer Sizs RATEwxxx =

CNTL: ! RSEQRecsived (o)  BURSTayyy CNTL: ! RSEQRecsived  (qcy - BURSTayyy -
XROUTE:;  ROUTEDESIRED BY RA) HB~0 XROUTE::  ROUTEDESIRED BY (B) HB=0 -
~XREY: : KEY DESIRED BY (B) High Bit=d XKEY: KEY DESIRED BY (B) High Bitwd =

e Following Packets from (A) Following Packets from (R) to (B)

.. D TYPE: : paTa =

'](:)Y' = m‘::b‘:_;';ﬁ‘);“: — KEY: RETURN KEY (B) High Bitel -
SEU I#E_ - RETURN ROUTE: : RETURN ROUTE (B) High Bitel

Q#: S1. 52, §3, e SEQ#: S1.52 53 o, =
: ISTHAY ISYAY ETHAY ATADAY : -
DATA: ISTHAYISYAY ETHAY ATADAY DATA: .  OSTHAYISYAYETHAY ATADAY -
' ISTHAYISYAY ETHAY ATADAY TV ISYAYETHA Y ATADAY
SREQ: : onE : =
: SREQ: ' one -
Followin from .
g Packets from ) to (A) Following Packets from (B) =
" : CNTL TYPE: : CNTL w
KEY: i RETURNKEY(A) High Bit=l KEY: '  RETURNKEY (A) High Bisal
l;gg? : RETURN ROUTE (A) High Bita ROUTE: : RETURN ROUTE (RB) High Bital
_ RO SEQ¥ | zro =
i ALLOC:Buffer Size RATE=xax : LoC Borters: AT
CNTL: : RSEQRecsived BURST=yyy i ALLOCBufferSize o =
; RSFQRecsved  (ae) CNTL: | RsEQRecaved (o, BURSTayyy =
v
Figure 12. XTP Key and Route Exchanging -
As discussed earlier, each individual route can exist for an extended period of time, (i.e., ? i

i
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perhaps even for days inside routers.) By allowing more than one context to share a route, the
cost of initializing and maintaining the route can be shared among contexts. Additionally, the rare
control for the shared route can also be shared. Sharing routes allows the routers to combine
redundant table entries in intemal routing tables and minimize their space requirements. XTP

supports route sharing, and inheritance between contexts.

In XTP, an existing route can be utilized by a newly-forming context by setting the ROUTE
value in the header of the FIRST packet to the ROUTE number associated with the particular
route. This number is available in the context record of any active context currently using the

route.

One complication of route sharing is that the router can not detect when the route is no longer
being used without being explicitly requested to release the route. In XTP, the special
information packet type ROUTE is used by routers and nodes to tear down routes. When a node
knows that it is finished using a given route, it issues a ROUTE packet to the router, which
contains 2 RELEASE request embodied in the information segment. The router responds by

issuing its own ROUTE packet acknowledging the request and releasing the route.

6. XTP Fragmentation Issues

XTP also supports fragmentation of data packets when necessary. The need arises when two
connected networl;s have different maximum transmissibn unit sizes, as mentioned earlier. In this
case, the routers perform the fragmentation transparently. The resulting set of smaller packets are
referred to as fragments, although they are lggitimate XTP frames themselves. Each fragment

contains its own header, a portion of the original packet’s data segment and its own trailer.

-XTP CNTL packet.§ are sufficiently small that they do not require fragmentation. The largest

CNTL packet contains a 24 byte header, 16 byte trailer, 40 byte constant subset of the control
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segment and 16 SPAN groups containing 8 bytes each, also located in the control segment. The

maximum number of bytes in a CNTL packet is thus 208 bytes plus the media framing.

Duﬁng fi%gmentétion, the router must refrain from exacdy duplicating the original data
'packe'i"s’ heac{erand trailer mtothe smaller ﬁagrn;nté gecause certain option flags are non-
replicatable. For example, the SREQ bit in the common trailer must not be replicated — if it
were, each fragment would solicit its own CNTL'p'éEIE»th staﬁ:si?sbonsc from the receiver, when
only one was desired. Partial exceptions are the first fragment’s header and the last fragment’s
trailer. The first fragment’s header is an exacr duplicate of the original packet’s header. All other
fragments contain different SEQ numbers, and perhaps other differences from the original header.
The last fragment’s trailer would be an exact duplicate of the original trailer except that the
HTCHECK header-trailer checksum is calculated over a different header from the original

packet’s HTCHECK.

" Referto Table 11 for a&t; fﬁc;;ﬁlfcatable and ha?r@pfcaizable ﬁags énd op;tjién?birté m the

XTP header and trailer.

ORIGINAL PAGE IS
OF POOR QUALITY

T IR | € | 11 wy§ .

I

1

oy ol two



Replicatable ' Expianation
ALl Header Option | These flags contaun information which is unchanged during
- Flags except BTAG | fragmentation, such as whether a direct-addressed priority
multicast transmission is underway. Théy must be copied into
all fragments creaied. The replicatable header options flags

are:
LITTLE, NOCHECK, DADDR, NOERR, MULTT, RES, SORT and DEADLINE.

s Non-replicatable Ex_Pi"“hﬂ

BTAG This flag indicates that beginning agged data is

located in the first 8 bytes of the original data packer

Since the tagged data is positioned at the start of

the data being fragmented, it is copied into the the first

8 bytes of the first packet fragment. The following fragments
can not contain beginning tagged data. Thus, the original

2:: packet's BTAG flag is copied into the first packet fragment
only. The BTAG field for additional packet fragments is set to
zero.

Al Trailer Flags The trailer flags are also non-replicatable for vanious reasons.

— They are all copied into the trailer flags field of the last packet

E fragment only. The trailer flags field in the other packet fragments
(i.e., the first and intermediate packets fragments) are

suppressed by setting them all 1o zeroes.

f.; Each SREQ or DREQ generates a CNTL packet from the receiver. If
they were copied into each packet fragment, the receiver would
generate more CNTL packets than necessary.

r

RCLOSE/WCLOSE and END are used in closing the context. Receiving any one
of them prematurely would confuse the receiver and violate the closing
rules of the protocol.

ETAG, like BTAG indicates the presence of tagged data, in this case
in the last 8 bytes of the original packet's data segment. This data
must ammive in order, and thus must appear in the last packet fragment.

= EOM indicates that the data in the original packet completed a message
transfer. If this bit were copied into more than one packet fragment,

the receiver would assume more than one message had armived erronecusly.
The EOM flag must not be ses until the last packet fragment containing

4 portion of the message.

NODCHECK indicates that the packet does not contsin a checksum over the
== information segment. If in packet fragmentation this checksum is not
=i : recalculated for each packez fragment, the NODCHECK flag is not
= replicated.

TABLE 11. XTP Flag Replication During Fagmentation

A method is under development for combining packets at a router which have identical

= ROUTE fields. The combined packet is referred to as a SUPER packet, and contains a special
o experimental header referred to as a SUPER header. The individual XTP packets can be
~ recovered if the SUPER packet must be fragmentédf )

-

= ORIGINAL PAGE iS
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7. XTP Multicast Mode

XTP defines a mulricast mode of operation where one sender can broadcast the same data
stream or datagram sequence to multiple receivers simultaneously (one-to-many). Figure 13
depicts such a case where the sender and all receivers are located on a token ring. The multicast
sender is located at node (A), with multicast receivers at nodes (B), (D) and (E). To activate this
mode, the MULTI flag m the common header is set, indicating a multicast transmission is in

progress.

XTP's multicast mode is similar in operation to the single receiver mode in many respects.
The transmitter issues a FIRST packet, and subsequent DATA packets. SREQ is used to solicit
CNTL packets. Error control is suppdnéd dsihgrﬂie'go-baék-n retransmission scheme; selective
retransmission is ﬁot supported. Note that in multicast connections the allocated buffer space in

each receiver may vary in size. Essentially, data transmission proceeds at the pace of the slowest

receiver.

Figure 13. Multicast Transmission on a Token Ring
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When a multicast receiver detects out-of-sequence data, it multicasts the CNTL packet, called

a reject packet, so that all other receivers on the connection realize that an error has occurred.

If the multicast involves a large number of receivers, the sender will be ‘inundated with reject
packets as all receivers clammor to announce the error. To dampen this effect, XTP requires
receivers to refrain from sending the multicast reject packet when aware that the sender has been
properly notified. The receivers monitor the network for other reject packets during the time the
packet is being prepared and waiting for transmission. If another reject packet arrives, destined
for the sender on the same multicast context, the receiver compares its own RSEQ value to the
one contained in the newly arrived packet. RSEQ is significant because this is the next byte the
multicast receivers will accept — remember, no gaps are allowed in multicast mode. If the
receiver's own RSEQ number is greater than or equal to the packet’s RSEQ number, the receiver
refrains from sending its own reject packet. In this case, the rollback requested in the existing
reject packet covers the request at th; current receiver also. If, on the other hand, the receiver’s
own RSEQ value is smaller than the packet’s, the receiver outputs its own reject packet. The
basic idea is to guarantee reliable reception at all receivers of the data stream, without

complicating the sender’s task.

7 X'I'P also allows Lhev multicast mode to opei'ate m ailess mﬁable "no error” mode indicated by
setting theNOERR bit ﬂag in the common hcaélcr. In [hJS moide,:receive!s discard garbled
packets, and inform their host on the occurrance, but no reject packet or retransmission scheme is
used. This technique is appmpn’atb for, say; broadcasting sensor data in a control system — the
data are generated continuously, and a particular lo;t value is quickly replac;;d with a more

current reading.
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8. Prioritization Issues In XTP

XTP supports prioritization of packet processing at both the sender and receiver using
preemptivé pﬁori:y scheduling. As paékets arrive for pmcessiﬁg. they queue for service when the
server is currently una.vailable. A preemptive scheduler determines the priority level of the
arriving packet, and places it at the end of the appropriate queue. See Figure 14. In this scheme,
each queue Vis associated with a specific priorify level, and the server prefers to service packets
from the highest priority queue whenever possible. Thus, ‘if the server is currently processing a
low priority packet as a higher priority packet arrives for service, the server is preempred from

processing the lower priority packet and begins processing the higher priority packet. Only after

all higher priority packets have been completed or blocked will the server retum to the low -

priority packet. The granularity of pre-emption (i.e., whether on a byte, frame, or message basis)

is currently under study.
Queue (A) 7
Queue (B)
——= (schedule [ Queue (C) serve
7 Queue (D)
PRIORITY RANKING:
(A)>(B)>(C)> (D)

Figure 14. Preemptive Priority Scheduling Among 4 Queues

In Figure 14, packets with the highest priority are placed in queue (A), packets with the next
to highest priority are placed in queue (B), and so on. If queue (A) is non-empty, the server will
choose its next packet to process from queue (A), regardless of how long other packets have been

waiting. Thus, the multiple queues essentially re-sort the arriving packets.
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In XTP, two preemptive schedulers exist — one for incoming packets, and one for outgoing
packets. For both the reader and sender prioritization schemes, XTP supports 23 different
priorities, or 232 different queues. (This will most likely be implemented by using position in a
single queue.) Each context is associated with a particular priority level. Multiple contexts can be

at the same priority level simultaneously.

For outgoing packets, the packet waits for access to the transmitter in the appropriate output
queue. The priority level is encoded into a 4 byte integer and placed into the SORT field before
transmission. The SORT flag in the common header is set to one to indicate that the packet
contains a SORT value. When the packet amives at the remote receiver, the SORT field is

examined, and the packet is placed in the input queue corresponding to the packet’s priority.

In XTP, the priority level is mversely ;;'éporﬁonal to the va1u§ éf the integer encoding — i.e.,
~larger SORT field values have lower»bﬁdri&.m"rhis scheme is st;ﬁc, in that the priority level
remains constant as the packet travels through the network. XTP also supports a dynamic
preemptive scheduling scheme based on deadlz‘h:‘eftimes' ahd Synchronized system clocks with 100
microsecond resolution. In this mode, the original SORT field value represents a future clock
time (the deadline) whose priority is proportional to the immediacy of the deadline. As the
system clock time advances towards the deédline. the packet’s ;;ﬁoﬁfy fével increases. As with
the static SORT mbde, lower SORT values also correspond to higher priority levels, and are used
to determine the queue into which the packet should be placed.
The two scﬁeduﬁng schemes just described are not allowed to co-exist on any given XTP
network. Each network may utilize one or the other, but not both simultaneously. Alternatively,

priority operation may be disabled altogether.

Table 12 further describes the three parameters which control priority scheduling in XTP

packets.



[ Parameter | Location | Description T
SORT header | Flag used to indicate preemptive priority scheduling is active.
option When SORT is set to one, the SORT field value (see below) is
flags interpreted as a priority level. The type of scheduling is
| determined by the value of the DEADLINE flag.
DEADLINE header Flag used to indicate which type of preemptive priority scheduling

option is currently being used on the XTP network. Possible types are

flags dynamic deadline scheduling, and, szatic scheduling.
When DEADLINE is set to off, the SORT field is interpreted as a
static priority. The packet’s priority remains at the same priority
level until it arrives at its destination. Lower SORT field
values correspond to higher priority levels.
When DEADLINE is set to on, the SORT field value is interpreted as a
future clock time at which the packet’s deadline will occur. The
clock’s resolution is 100 microseconds. At each hop, the SORT field value
is compared to the synchronized clock time to determine the packet’s
current priority. If the deadline passes and the packet is undelivered,
the packet’s priority drops to zero.

SORT header This field contains the packet’s priority level in both the SORT and
(4 bytes) | DEADLINE prioritization methods. With 32 bits, the field provides over

4 billion distinct priority levels. With DEADLINE scheduling, the
maximum time-until-deadline expressible is approximately 12 hours.

SORT and DEADLINE scheduling are mutually incompatible, and therefore can not
be used on the same XTP network simultaneously.

TABLE 12. XTP Prioritization Control Parameters

To enable deadline priority, both the DEADLINE flag and the SORT flag must be set to on.

The SORT flag enables pmdéssing of the SORT field, while the DEADLINE flag determines the

scheduling discipline used. In deadline scheduling, it is possible for the deadline to arrive before

the packet has reached its destination. This would be detected if the SORT field became older

than the current time. In this case, the packet is not discarded but instead becomes low priority.

XTP will attempt to deliver packets with expired deadlines only after all other packets have been

processed.
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9. Det#ﬂéd Format Descriptions for XTP Packets

Refer to Figures 15 and 16 for details on the layout of the XTP packet. In Figure 15, the
format of control packets is shown, including the header, control and trailer segments. In Figure
16, the format of information packets is &eéict;,d. In Figure 17, the command word field in the
common header is illustrated to show the bit location of each of the header's option fags.
Likewise, Figure 18 details the bit locations of Eichﬁﬁarg:in:the common trailer’s flags field. Note
that the trailer’s flags field and align field together occupy 2 bytes. The flags field contains 10 bit

flags. The remaining 6 bits are the align field.

The information segment may include address descriptors, addresses, beginning tagged data,
ordinary user data and ending tagge& data. In the flags field are found additional option flags for

the XTP protocol.

As seen in Figures 15 and 16, the fields group together naturally into 8 byte blocks for both
XTP packet types. In XTP, all packets are multiples of 8 bytes, and the trailer must be aligned on
an 8 'byte boundary. Thus, some variable length fields occasionally have null bytes appended on

to the end of the field to enforce the 8 byte alignment policy.

An interesting feature of the XTP packet format concems the order in which bytes are
arranged in a word for various computers. This ordering affects the sequence in which the bytes
are placed onto the network. Bytes within a Qord can either be arranged from highest to lowest
address, or from lowest to highest address. Different equipment manufacturers support different
byte orderings. Since no standard exists, XTP provided a natural way to support both orderings

transparently.

These two orderings are referred to as big-endian, and little-endian. In big-endian, the most
significant byte is transmitted first. In liztle-endian the least significant byte is transmitted first.

Thus big-endian transmits from most significant byte to least significant byte, and little-endian _
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transmits vice versa.

The problem is to encode in each packet an indication of which byte ordering was used by the
sender to prepare the packet, and in such a way that a receiver adhering to either byte ordering
scheme can determine the correct order of the bytes. This was solved in XTP using two bit flags.
The position of the two flags were chosen so that they map into each other even if the byte
ordéring is guessed incorrcctly. The two flags are both set to the same value by the sender. These
flags are called the LITTLE bits, and are found in the highest and lowest byte of the common
header command word (refer to Figure 17). When the LITTLE bits are set to one, the sender
issued the packet using little-endian byte ordering. If the LITTLE bits equal zero, the packet is in

big-endian format. If necessary, the XTP receiver process remaps each sequence of 4 bytes into

the ordering preferred by its host.
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XTP CONTROL PACKET FORMAT

............................................ Bt ey,
A T N N R
~ COMMAND WORD KEY FIELD
SORT RESERVED
SEQUENCE NUMBER ROUTE
RATE (Bytes per Second) BURST (Bytes per Burst)

RSEQ (Consecutively Received) ALLOC (Do Not Exceed Seq Num)

ECHO (Where Sync Field Echoed) SYNC (Used to invalidate old CNTRLs)

TIME (Echoed to determine rt delay) XKEY (Exchange Key)
XROUTE (Exhange Route) NSPAN (Number of Byte Span Groups)
Low Seq Number for Byte Group 1 High Seq Number for Byte Group 1
0 to 16 Span Groups allowed - &Cs"pmm endpaints of a
Low Seq Number for B}m Gfoup j High Seq Number for Byte Group j
Deheck (VOwr/erkData Se;ment) T DSEQ (Delivered 1 Dest Foso)
Flags:10 : Align:6 | TTL (Time to live) HTcheck (Over Header and Trailer)

Figure 15. XTP Control Packet Format

24 Bytes
(Constant)

32 + n*8 By
(Variable)

16 Bytes
(Constant)



XTP INFORMATION PACKET FORMAT

................ B e e s
0 [ [ [ 2 ] 3 ] 4 { 5 [ 6 | 7
COMMAND WORD KEY FIELD
XTP
COMMON SORT RESERVED
HEADER —
SEQUENCE NUMBER ROUTE
LENGTH (*8 Bytes)| ADDR FORMAT NULL
ADDRESS .
DESCRIPTOR \ ID FIELD (Used by Desunation in Context Lookup: [ID, Key])
ADDRESS List (Supports both DARPA IP and ISO NSAP/TSAP Formats)
ADDRESSES All Addresses in Listmusthave ~ ©  1SO NSAP/TSAP Address Formed by
same Address Format Concatenating NSAP & TSAP Values
The Length of Each Address in the List is a Multiple of 8 Bytes
DATA FIELD (May Contain Beginning or Ending Tagged Data)
Data Field Length Arbitrary ° Null Field Expands Short Packets to
DATA Header/Trailer Flags indicate Tagged Data g Minimum Packet Length of the Network
ariable Length, Used to Align Trailer)
XTP Dcheck (Over Data Segment) DSEQ (Delivered to Dest Host)
COMMON _
TRAILER Flags:10 : Align:6 | TTL (Time to live) HTcheck (Over Header and Trailer)

Figure 16. XTP Information Packet Format

24 Bvtes
(Constant)

16 Bytes
(Constant)

n*8 Bytes
(Variable)

n*§ Bytes
(Variable)

16 Bytes
(Constant)
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.............................................. B e,
E 2 S R e A e D
LITTLE NOCHECK DADDR NOERR MULTY RES SORT DEADLINE Byte 3
OPTIONS _
e ——- ——— - === e -—-- 3TAG Byte 2
OFFSET (number of padding bytes before data in Information Segment) Byte 1
XTP Version 1 PAfKET TYP'E . @™ | Bye0

PACKET TYPE (Data, Cndl, First, Path, Diag, Maint, Mgmt, Super, Route, Rentl)
Figure 17. The Command Word — The First Four Bytes of an XTP Packet

DETAILS OF THE FLAGS AND ALIGN FIELDS IN THE XTP TRAILER

............................................. B e
L T S A e Bt R
' SREQ DSBQ RCLOSE WCLOSR | NODCHBCK ETAG EOM END Byte 1
OPTIONS F —_— -
———— v ALIGN (6 bits) Byte 0
] L 1 I 1

 Figure 18. XTP Trailer Flag Field and Align Field Format
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